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Abstract
Although it takes longer to build trust toward embodied con-
versational agents (ECAs), once built, this trust is more
resilient to errors than conventional (e.g. WIMP) user in-
terfaces [5]. In our work, we are exploring factors that in-
fluence the process of building trust in an ECA through
interaction, as well as how the behavior of one ECA can
influence perceptions of trust in other ECAs.
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Introduction
The application of Embodied Conversational Agents (ECA)
is spreading through a variety of fields such as medicine
[17, 6, 11], therapy [15, 18], pedagogy [22], games [10],
e-commerce [3, 2], and social robots [24, 10]. Building a
trustworthy interaction between these agents and humans
is critical for the success of the system. Specifically, it is
important to consider how interaction with one agent affects
the perception of a previous agent and expectations from
an agent encountered in the future.



Figure 1: Participants familiarize themselves with both agents in
the introduction, before beginning the experiment.

Interpersonal trust is defined as "the willingness of a party
to be vulnerable to the outcomes of another party based
on the expectation that the other will perform a particular
action important to the trustor, irrespective of the ability to
monitor or control that other party" [20]. This type of trust
has been widely studied as a measure of trust between hu-
mans and automation [16, 12]. Jian et. al. [14] propose a
trust survey based on the values associated with interper-
sonal trust to measure the subjective trust between humans
and automation. As for objective trust, Pak et. al. [21] in-
troduce the "conformity with the agent" as a measure for
behavioral or objective trust.

Previous studies have shown that user interfaces containing
ECAs have been more favored by users and helped users
to feel more comfortable sharing sensitive personal infor-
mation in medical and therapeutic settings [17, 6, 18, 11].
Designers of ECAs have studied different facial expres-
sions alongside other non-verbal behaviors to understand
non-verbal indicators of trust in ECAs [8, 10, 4, 13]. Studies
on inconsistent assistive agents suggest that not only the
level of reliability of the agent has an impact on trust, but
also the order of exposure [9], stage of the task where the
agent makes a mistake (early vs late) [7], and the difficulty
of the task [19] significantly affect the trust. In addition, Yuk-
sel et. al. [23] suggest that attractiveness of the agent is as
important as its reliability. Therefore, how users feel about
the agent before working with them also plays a role in how
trustworthy that agent is perceived.

Experiment
We conducted a study to gain insight into understanding the
process of trust building and repair based on previous and
future interactions. 35 participants answered two sets of 50
general knowledge questions, while receiving assistance
from two different agents. The agents could be either Coop-



erative (accurate 80% of the time) or Uncooperative (accu-
rate 20% percent of the time), meaning each participant did
one of the four possible conditions: 1) Cooperative in both
sets (CC) 2) Cooperative first, Uncooperative second (CU)
3) Uncooperative first, Cooperative second (UC) 4) Unco-
operative in both sets (UU). Figure 1 shows the interface
and the two agents. Participants answered a trust survey (a
modified version of Jian et. al. [14]) before each set (base-
line, after set 1, after set 2). The results have implications
for trustworthy interaction design for user interfaces that
contain ECAs.

Results
In the following we provide a summary of the results that we
have obtained so far.

As expected, the performance of users was significantly
higher when they were working with the cooperative agent
compared to the performance with the uncooperative agent.
Further analysis showed that the number of wrong answers
even in the first 10 "easy" questions was significantly higher
with uncooperative agent than cooperative one. This can
be interpreted as over-trust negatively affecting the normal
performance of the users, meaning even in cases where the
correct answer was obvious to the users, they sometimes
chose to comply with the agent and choose the wrong an-
swer.

Both self-reported perceived trust measured by Jian et. al.
[14] survey, and the behavioral trust, which was measured
by the number of times the users complied with the agent’s
suggested correct answer, showed significantly higher trust
for cooperative agents than uncooperative agents.

As expected, we found significant difference in overall trust
in both set 1 and set 2 for all pairs of conditions with op-
posing agent behavior (C vs U). However, interestingly, we

found significant differences between the first sets of CU
and CC and second sets of UC and CC where the agent
had the same cooperative behavior. This suggests that
users find the cooperative agent less trustworthy if they
don’t have the experience of working with the uncooperative
agent.

Conclusion
The increase in use of ECAs in medical and therapeutic
settings as well as e-commerce websites, and the introduc-
tion and popularity of home assistance systems such as
Amazon Alexa and Google Home suggest that the future of
HCI will be more like human-human interaction. This raises
the question that how interaction with one ECA affects the
perception of trustworthiness of another ECA. Our study
shows that the experience of interaction with a less reliable
agent will result in reporting higher trust scores for the more
reliable agent. However, if the users only interacted with a
highly reliable agent, the trust scores would be lower. This
suggests that users will be more tolerant toward occasional
errors of a highly reliable agent if they have the experience
of interacting with a less reliable agent. Also, the results
suggest that users find agents less trustworthy if they make
mistakes on easy tasks, which is in line with "easy-errors
hypothesis" introduced by Madhavan et al. [19].

Future Work
Using our log data, we plan to build a machine learning
model which is able to accurately predict whether a user is
trusting an agent, meaning that they are going to choose
the answer with HP feedback from the agent. This way, we
can passively monitor the process of trust building and ob-
serve the fluctuations in the process. Most importantly, if
an agent can know how likely a user is to choose the sug-
gested answer, it can provide more helpful information and
increase the performance. For example, in case of under-



trust, the agent can provide extra information and justifi-
cation about why the user should trust the agent. Also, in
case of over-trust, the agent can explain that there are lim-
itations in its assistance and user should put more weight
on their own knowledge when making the final decision.
This type of real-time trust repair is more effective than tra-
ditional trust repair process in which the agent apologizes
or provides explanations only after a mistake is made.

Aranyi et. al. [1] show that it is possible to build adaptive
agents which can give feedback only based on brain activ-
ity measured by fNIRS. The reviewed studies support the
idea that emotions and other feelings such as stress and
self-awareness are associated with activation in the pre-
frontal cortex. This region is known to be involved in the
supramodal coordination of perceptual and cognitive pro-
cesses, and it is easily accessible by fNIRS sensors. This
makes it possible to build systems which can use those
emotions as input. An example of such a system would
be an assistive ECA to serve as a math tutor or a recom-
mender during creative thinking process which can adapt
its assistance based on the user’s mental state. Another
example would be an ECA which help users in critical de-
cision making. The ECA can adjust the extent of its sug-
gestions and assistance based on the user’s mental state.
For instance, it would come up with fewer suggestions with
longer delays between each of them when it detects the
user is in normal state, but will increase the number of and
frequency of suggestions if it detects the user is stressed or
tired.
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